Directions for using SPSS
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Accessing SPSS

To connect to SPSS (either from Washburn’s computer labs or your home computer that is connected to

the internet) use the following procedure:

1. Run Remote Desktop Connection. (It is usually found under Start> Programs> Accessories>
Communications > Remote Desktop Connection).

2. When the program asks you what computer to connect to type wustat.washburn.edu and click
Connect.

=10 x|
¢ Remote Desktop
-l

1 Connection
-n

Cormnputer; I wLstat washburm, ed. j

Connect I Cancel Help | Dptions »»

3. When the computer asks for your User Name and Password, use the one that you use in order to
log onto the computers at Washburn University.
4. After entering your User Name and Password click on the OK button.

Log On to Windows

Microsoft

/ 7 Windows Server2003
¥ Enterprise Edition

Copyright © 1885-2003 Microsaoft Corporation

User name: | zzjdoe

Password: | "“ﬁul

Log on to: |WUAD 3

| OK I Cancel | Shiut DO’/‘.‘FI...I Options << |

5. The WUStat Desktop will overly your existing desktop — including a new “Start” menu (see below).
Note the unusual “bar” at the top with a “Minimize” (-) and “Close” (x) buttons. Pressing the
minimize or pressing the <Alt><Tab> Keys will return you to your own Desktop. The “WUstat”

Desktop is “minimized” to the taskbar. You can end the session by logging off.
|£| wuapps washbum.edu - &

6. The SPSS program can be found under the start menu at Start> All Programs > SPSS for Windows>
SPSS 17.0 for Windows.
7. When SPSS starts, you can then open an existing dataset or start a new one.
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Transferring Files to n:\drive or Your Computer

1.

2.
3.
4

Download Core FTP Light software from http://www.coreftp.com/download.html

Install the software and run the program

Select File> Connect.

Set-up the Washburn Connection as shown below except change the Host to sftp.washburn.edu
and use your Username and Password that you use to log-on to Washburn computers.

Site Manager

sftp washbum edu

FE TR PR

[

SSH/SFTP -

¥ SEL [stings || G610 Transter - I Glear (BEE]
J | == S J o

Select the Connect button.

The browser will appear as below. Make sure your directory is /home/Username/.

Your computer and their files are on the left hand side directory. Washburn’s n:\drive is on the
right hand side directory. You can transfer files from your home computer to Washburn’s
computer and vice versa.

Select the file that you wish to transfer and hit the arrow button in the center of the screen to
send the file to either your computer or WUAD (n:\ drive).

3|Page


http://www.coreftp.com/download.html

Core FTF LE - faculty. wuacc.edu:22

S5H-2.0-Open§SH_3 6. 1p2-puwexpl El
client -» aes

server -+ aes

Sb:e1:00:54:35:14:d9:¢5:65.9d 5e b0:00 1 1:70:0f
szhrsa

P

Current directory is ‘home/zzwalker’

Keep alive off...

Transferred 2,382 bytes in 0.003 seconds

CWiD MomedzzwalkerMhy Documentss
Transferred 1,421 bytes in 0.003 seconds

CWiD MomedzzwalkerMy Documents/EC 211/
Transferred 671 bytes in 0.008 seconds

[+]1 |C:ADocuments and Settingsikom and DadsDesktoptClazs' home/zawalker/ty Documents/EC 211/

[ [Flename [ seelDae [ 0 [ °TFename [ o Skee[Dae  [Pemiss [ 00000000

02/12/08 1602 S
-

m Minth E dition 01/29/08 17:40  dowesr-xr-x
00 Introduction. ppt 335 KB 01/24/08 1818 “TUAT-T=
4| O Hypothesis Tests.ppt 303KB 01724408 1805 -nwwer-r-
194 KB 01/24/08 18:04  -per-r-
BR4 KB 01/31/08 1843 nwerr-
FPOKE 01/31/08 1843 -nver-r-
L Book1.xlsx 8KB 02411/08 1416 -

No transfers...
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Importing Data from another File Format

1. Make sure that the file you are attempting to access is saved on WUAD (N: drive).

2. In SPSS select, File> Open> Data.

3. Browse for the file that you wish to import into SPSS. Make sure that you changed the “Files of
type” section at the bottom of the dialog, to the type of file that you wish to open, as illustrated
below. (The program automatically looks only for SPSS files).

4. Click on the file you wish to import.

5. Select Open.

Open Data E E
Loak jh: IE‘ Owertime Games j e ? o

iData & Cutput
)Data Sources
OMFL Data

hother Papers
1Paper Yersions
Du:h:ls of winning. xls

‘Post Season Predictions, s

by Documentz

™

ty Computer

File name: IF'::ust Season Predictions. kls j Open I
Filez of twpe: IE:-:.:EI [F.mlz] j Pazte |

Cancel
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6. Make sure you check the box for reading variable names from the first column if the file has labels
in the first column of data.

7. If you are importing a Microsoft Excel file that only has one sheet, then skip to step 9.

8. Select the worksheet and range.

9. Click OK.

Opening Excel Data Source |

M5k DocumentzhBesearchyOvertime Games \Post
Season Predictions. xlz

¥ Fead warable names from the first row of data.

wiorksheet: [Sheet2 [A1M37] 4

Range: I

I axirnurn width for string columns: ISE?E?
)4 I Cancel | Help |
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Exporting Output to Use in Word or Other Programs

1. You can export your statistical output to a number of formats that are useful for presenting your
data. The available formats are Microsoft Excel, Microsoft Word, Html (for the Web), a Text file,
Microsoft PowerPoint, or Portable Document Format (pdf).

2. Once you have completed your statistical analysis, select File> Export.
3. You will bring up the Export Output dialog box shown below.
4. Inthe Export Format box select the file type that you wish to save the output as.
5. Inthe Export File box select the Browse button.
Export Outpuk |
Export; IEIutput Document j Options... |
[Chart Gize... |
— E=paort File
il Heri=: IN:'\EIutput.:-:Isl &I
— Export *What — Export Farmat
& Al Objects File Type:
£ &llVisible Objects
- Ewncel file [* ] -
£ Selected Dbjects I J
k. I Cancel | Help |
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6. You will bring up the dialog box shown below. Name the file and save it in your WUAD drive (N:
drive).
7. Click on Save.

Save As n

Save in: Ixzzwalker o 'wustarebHaome' [N:] j (€ T -

.k
Download

Files
rnail
My Docurnents
web

by Documents

o

by Computer

File name: Im j Save I
- Cancel |
7 F

Save as lype: I E el file [*.xlz]

8. You will now be back to the dialog box from step 3. Click OK.
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Typing data directly in SPSS
1. InSPSS select, File>New>Data
2. Click on the Variable View tab (at the bottom of the screen).

3. Type in the variable names in the Name column, the type of data (numeric, date, string, ...

Type column. As shown below.

)in the

52 *Untitled1 [DataSet0] - SPSS Data Editor
File Edit Wiew Data Transform Analyze Graphs  Utilties  Window Help

et E| o8| wlk| ) £ BloiE [ 9w

MName

Type

Wyidth

Decimals Label Yalues

Missing

Columns

Align

Measure

¥

Murneric

g

2

Mone

Mone

Right

Scale

i1

Murneric

]

2

Mone

Mone

Right

Scale

2

Murmeric

g

2

MNane

Mone

Right

Scale

oo oo e [ | =

0

31

4 | b |\ Dsts Yiew ), Variable View /

Kl

|SPSS Processor is ready |

Nkl

4. Once you have labeled your variables, click on the Data View tab.

5. Type in your data for each variable. An example is shown below.
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52 *Untitled1 [DataSet0] - SPSS Data Editor
File Edit Wiew Data Transform Analyze Graphs  Utilties  Window Help

B El o8| (k| Al Tl BloE 2w

|3:x2

]

Yisible: 3 of 3 Variable

Al

%2

AT

AT

AT

AT

AT

AT

AT

AT

AT

-

1.00

1.00

4.00

2.00

1.00

1.00

3.00

1.00

3.00

4.00

1.00

4.00

5.00

13.00

4.00

5.00

4.00

5.00

[en I =z el S

4 | » |\_|:iata View £ Varisble View [

L«

|SPSS Processor is ready

[

6. Save your file by selecting: File>Save.

7. Give your file a name that you will remember and save it to your WUADD account (N: drive).
8. Make sure that the file you are attempting to save is saved on WUAD (N: drive).
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Save Data As

Desktop

Y

by Documentz

o

ty Computer

wistoretHome' [N @ ? - "

Download
Files

rnail

My Docurents
web

k.eeping 3 of 3 wanables.

Wariables...

File name: IData j
=

Save az bype: ISF‘SS [* zav]

¥ | “wiite wariable names to spreadshest
[T | Save value labels where defined instead of data values

[T Save value labels into a .23z file

Save
Paste

Cancel

[
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Creating Dummy Variables from Categorical Data
These directions will help with creating data that can be used in regression analysis from categorical
data.

Suppose for example, gender is one of your variables and the data was keyed in as “M” or “F”. As the
dataset below shows.

58 Untitledl [DataSetd] - SP55 Statistics Data Editor

Fil=  Edit “iew Data Transform  Analyze  Graphs  Lilties Add-ons Window  Help

CHE E 00 LBk A fd S0F S0 %

1 | wisible: 1 of 1 Varisbles
W war War war war war
1 b |
2 h
3 F
4 F P
5 b
5] F
7
a
9
10
11
12 B
13 |
4| i | | ]

Data View | a1abIe VIEW |

| |SF‘SS Statistics Processzor iz read':.fl | | | | |

The first step is to create a new variable. To do this, Transform > Compute Variable. The “Target
Variable:” box type in a name for the new variable (for example: Male).

In the “numeric expression:” box type in “1”.
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s Compute Yariable | x|

Target YWariable:

Mumeric Expression:

Itale =1
[ Type & Label... ]
R ]
Function groug:
Y
(els] -
Arithimietic Bo:
D @E CDF & Moncentral CDF |
Conversion
D B Current DatelTime
Co J0J| s I
Functions and Special Variables:
) ) Coee ]| [+
(034 ” Paste ” Reset ” Cancel ” Help ]

Click on the “If...” button. A new menu will pop up. The new menu will look like the one presented

below.
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18 Compute ¥ariable: If Cases

gav () Include all cases
@ Include if case satisfies condition:
="
.
Function groug:
o — i1 1 S
) =] dledled N B
e Arithimetic
| f | I ;=| | g || 5 || 5 | CDF & Noncertral CDF
| | Canversion
* =] =
|;| |_| |1_| |i| |i| Current DatedTime
| r||a||| || " || | Date Arithmetic =
~—all & Functions and Special Variables:
o) [_pee | |4
Cartinue _” Cancel || Help

You will need to put the formula for male into the box. Y = “M” is the formula given where “Y” is the
original variable name for the qualitative data (“M” or “F”).

Click on the Continue button. Click OK.

Your dataset should now look like the one below.
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a8 Untitled1 [DataSetd] - SPSS Statistics Data Editor

File  Edit “iew Data

Transform  Analyze Graphs  Uilties

Add-ons

Windosy

Hela

FHE I &0 B A B S&H S0 %

isible: 2 of 2 Varisbles

|3:
y hale var war war var
1 1 1.000 b
2 1 1.000
4 F . i
] 1 1.000
B F
7
&)
g
10
i
12 ||
17 Mt |

4

3

Data iew | Variable VIEW |,

|SF'SS Statistics Processor is read':.-'l |

Now you will need to repeat the process for females.

To do this, Transform > Compute Variable. The “Target Variable:” box type in the variable name that
you used previously (for example: Male). If you are doing this immediately after the first part of this

procedure, then the variable name will already be typed in.

Change the “Numeric Expression” from 1 to 0. (see below)
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s Compute Yariable | x|

Target YWariable:

Mumeric Expression:

Itale -0
[ Type & Label... ]
dav ]
ﬁ hale -
Function groug:
Y
(els] -
Arithimietic Bo:
D @E CDF & Moncentral CDF |
Conversion
D B Current DatelTime
Co J0J| s 5
Functions and Special Variables:
) ) Coee ]| [
(034 ” Paste ” Reset ” Cancel ” Help ]

You should now have the dialog box below on your screen.
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18 Compute ¥ariable: If Cases

gavy () Include all cases
ﬁ hale — . o -
L% Include if case satisfies condition:
y="F"
.
Function groug:
il ol Fy
ES RN ERRES | ER(ER N E
e — Arithmetic
| f | I ;=| | g || 5 || 5 | CDF & Noncertral CDF
| | Canversion
KRR ER | ESRERER(ER -
Currert DateiTime
| r||a||| || " || | Date Arithmetic -
~—all & Functions and Special Variables:
] [J{o) [ o ]| [+
Cartinue _” Cancel || Help

Click on the “If...” button. Change the equation toy = “F” and click on the Continue button. Then click
OK.

When the dialog box pops up that asks “Change existing variable?” click OK.

&k 5PSs Statistics 17.0

Change exizting variable’?

?

|| Cancel |

You should now have an indicator (dummy) variable which can be used in regression analysis.
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Creating New Variables that are Functions of Other Variables
You can create new variables that are a function of any other variables in your dataset.

To do this, you need to Transform > Compute Variable.

s Compute Yariable

Target YWariable:

|32

| Type & Label... |

& TOAISsE

&) YEar 1
ﬁ Hamper
ﬁ Rentper
ﬁ Indper
ﬁ |ttilper
& PRE 1
& RES 1 —
& yhatsq
ﬁ vhatcub
ﬁ Rtaxrate
ﬁ ressiy
ﬁ ressorank
& PrRE 2
& rES 2
ﬁ ¥y L8
ﬁ yoube

Mumeric Expression:
REZ_1*RES_1

+

s | :

| - |
=

— L ] W

*
*

0
o
o
m

<>

& PRE 3 ~]

| i |(|:upti|:|nal case selection condition)

Function groug:

Al i
Arithmetic

CDF & Moncentral CDF
Conversian

Currert DatesTime
Date Arithmetic 3

Functionz and Special Yariables:

(034 _” Paste || Reset || Cancel ||

Help

The “target variable” should be what you wish to name the variable that you are creating.

The “numeric expression” is the formula that you use to create the variable. In the example above a
variable called e2 was created where e2 = RES_1 * RES_1 (or the residual squared).
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Generating Descriptive Statistics of Data
1. Open or create the data you wish to analyze (see appropriate directions).
2. In SPSS select Analyze> Descriptive Statistics> Frequency.

3. Move the (qualitative or quantitative) variables that you wish to calculate the frequency statistics of
into the Variable(s): box. (In this example X1 and X2 will have frequency statistics calculated).

Bl Frequencies

X

<]

¥ Display frequency tables

Statistics...

ﬁy W ariable(s]: ok

ﬁ wl
m Paste

Reszet
Cancel

Help

ElE[z[E L

Charts... Eormat...

4. Select the Statistics button.
5. Check the boxes for each of the statistics that you wish to calculate.

6. Select the Continue button.

7. If you wish to plot the data in chart form, select the Charts button (See top illustration).
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Frequencies: Skatistics

— Percentile Yalues
™ Quarties
[T Cut points fu:ur:lT equal groups
[ Percentile(z): I_
Ldd
Charme
Bemawe
— Disperzion
[T Std. deviation [ Mjrimum
™ Yariance ™ tagimumn
[~ Range [T 5.E. mean

=]
~ Central Tendency
[~ Mean Cancel |
[~ Median
= Help |
[ Mode
[T Sum

[ “alues are group midpoints

Drigtribution

[T Skewness
[T Eurtosis




8. Hit the radial button for the chart that you wish to produce.
9. Select the Continue button.

Frequencies: Charts

~ Chart Type——— Continue

" Bar charts
™ Pie chars
" Histograms:

™| with normal curve

Cancel

diil]

Help

- Chart Yalues

¥ Frequencies " Percentages

10. You should be back at the original Frequencies window.
11. Select the OK button.
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Generating Confidence Intervals
This page will describe how to create confidence intervals for the mean of a variable. This will not
create confidence intervals for slope coefficients in a regression.

1. Open or create the data you wish to analyze (see appropriate directions).
In SPSS select Analyze> Descriptive Statistics> Explore

3. Move the variables that you wish to calculate the confidence interval for into the Dependent List:
box. (Inthis example X1 and X2 will have confidence intervals calculated).

4. Inthe display box, select the Statistics radial button.

B Explore |
&y Q;endent Lizt:
‘| Y
E ,:# ﬁ Pazte |
Bezet |
Factor List:
I Cancel |
Help |
Label Cazes by
|
— Display
" Both © Statistics ¢ Plats Etatistics...l Flats... Options...

5. Select the Statistics button.

6. Type in the significance level for the confidence interval you wish to create. The defaultis a 95%
confidence interval. This will create a 95% confidence interval for the mean of the variables in the
dependent list.

7. Select the Continue button.

Explore: Statistics |

LConfidence [nterval for bean: IHE— A
[T M-estimators
[ Outliers
[T Percenties

Continue I Cancel Help

8. You should be back at the original Explore window.
9. Select the OK button.
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One-Way Contingency Table

1. Open or create the data you wish to analyze (see appropriate directions).
2. In SPSS select Analyze> Nonparametric Tests> Chi-Squared.

3. Move the Categorical variable(s) into Test Variable List box.

Bl Chi-Square Test

ﬁ Categany_2 Test YWanable List: 0k |
ﬁ Cateqaory_1
Fazte |
E Reszet |
Cancel |
Help |
~ Expected Fange  Expected Y aluez
{* Get from data Al categores equal
" Use specified range & Yalues: I

Lower: I fidd |15E|
ppern I Change | 15
Femaove |

d

Options. ..

4. In the Expected Values box select one of the radial buttons.

a. If all of the categories have the same expected probability select: All categories equal.

b. If the categories have different expected probabilities select: Values and Add the
probabilities for the categories. The order of the values is important; it corresponds to the
ascending order of the category values of the test variable. The first value of the list
corresponds to the lowest group value of the test variable, and the last value corresponds to
the highest value.

5. Click on the OK button.
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Two-Way Contingency Table

1. Open or create the data you wish to analyze (see appropriate directions).
2. InSPSS select Analyze> Regression> Linear Regression.

3. Move the dependent variables into Dependent: box.

4. Move the independent variables into Independent(s): box.
Analyze*Descriptive Statistics*Crosstabs

Cancel

Categary 2

Bl Crosstabs
R owl=]: ak,
ﬁ Categany 1 4|
Faste |
Reszet |
LColurnnlz]:
Caree |
_teb |

2]

Help

Layer 1 af 1

Freyious et |

|

[ Dizplay clustered bar charts

[~ Suppress tables

Statistics... Cell=... FEormat..

Crosstabs; Statistics

W {Chi-square I Carrelations
— Morninal ~Ordinal—
Cancel
[~ Contingency coefficient [T Gamma _l
Hel
[” Phiand Cramér's ¥ [ Somers'd il
[~ Lambda [ Kendal's taub
™ Uncertainty coefficient [T Kendal's tauc
 Mominal by Interval——— [~ Kappa
" Eta I~ Risk
[~ MeMemar

[~ Cochran's and b antel-Haenszel statistics

Test commor odds ratio equals: |1
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Generating Descriptive Statistics of Numerical Data

1.
2.
3.

Open or create the data you wish to analyze (see appropriate directions).

In SPSS select Analyze> Descriptive Statistics> Descriptives

Move the variables that you wish to calculate the descriptive statistics of into the Variable(s): box.
(In this example X1 and X2 will have descriptive statistics calculated).

Bl Descriptives | x| |

“ W ariable(s]: oK
ﬁ w1

ﬁ we Fazte

EESEt

Cancel

X

Help

[T Save standardized values as varables Optionz...

Fllelele

Select the Options button.

Check the boxes for each of the statistics that you wish to have generated in SPSS. (In this case the
sample mean, standard deviation, minimum, and maximum will be calculated).

Select the Continue button.

Descrptves: Options |
— Disperzion Cancel |
v Std. deviation ¥ Hinimum

Hel

[~ Variance v b amimum _pI
[ Range [T SE mean
— Digtribution

[ Kurosiz [T Skewness
— Display Order

' Yaniable list

" Alphabetic

" Aspending means

i~ Descending means

7. You will be back at the previous screen. Select OK to create the descriptive statistics.
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Generating Correlation Matrix

This will present the Pearson’s correlations (assumption of normality) for your dependent and/or
independent variables. You will need to create the correlation matrix of ALL independent variables to
test for multicollinearity.

1. Open or create the data you wish to analyze (see appropriate directions).
In SPSS select Analyze> Correlate> Bivariate

3. Move the variables that you wish to calculate the confidence interval for into the Variables: box. (In
this example Y, X1 and X2 will be in the correlation matrix).

4. In the Correlation Coefficients box, make sure that Pearson is checked (Unless you wish to do a
different correlation calculation. Pearson is the most popular and Spearman is the second most
popular).

5. Select the two-tailed or one-tailed (whichever is appropriate) radial button.

6. Select OK.

Bl Bivariate Correlations

Wariables: 0K

Pazte

E Rezet

Cancel

il

Help

— Comelation Coefficients
W Pearson [ Eendal'staub [ Spearman

— Test of Significance
& Tiwo-tailed £ One-tailed

Optionz...

i

I Flag sigrificant corelations
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Linear Regression

1. Open or create the data you wish to analyze (see appropriate directions).
2. InSPSS select Analyze> Regression> Linear Regression.

3. Move the dependent variables into Dependent: box.

4. Move the independent variables into Independent(s): box.

Bl Linear Regression

IH

ﬁ 1 Dependent: 0K
e [
Faste |
 Block 1 of 1
[pievios | Mew || _Bes
Independent(z]): Cancel

ﬁ:ﬂ
L4

tethod: I Enter j

Help

5
Elife

Selection % ariable;

2] [k,
Caze Labelz:

|
WLS Wweight:

|

Statistics. .. | Plotz. .. Save... Options. ..

5. Select the Statistics button.

6. Check all the boxes by the statistics that you wish SPSS to calculate. The Covariance matrix can be
used to check for multicollinearity. The Durbin-Watson can be used to test for autocorrelation.

7. Select the Continue button.

Linear Regression: Statistics |

— Regression Coefficients IV todel fit Continue

¥ Estimates [ B zquared change

¥ Confidence intervals ™ Descriptives
i [ Part and partial conelations Help

Cancel

di]

[T Collinearity diagnostics

— Resziduals
W Diurbinwatson
[~ Casewize diagnostics

= Dutliers outside; |3 stamdard| dexviations
) Allcazes
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8. You will now be at the original Linear Regression window.

9. If you wish to use graphical analysis to test for normality or possible heteroskedicity, then select the
Plots button; otherwise, continue on to step 12 (as shown in the illustration in step 4 above).

10. Check the Normal Probability Plot to test for normality and/or the Produce all partial plots to test
for heteroskedacitiy.

11. Click on the Continue button.

Linear Regression: Plots E |

DEFENDNT (IR
ZFPRED Frevious [ et

—RESID él —_I Cancel |
“DRESID v | Hel
*aDJPRED .’ L =P |
*SRESID -

*SDRESID %

— Standardized Fesidual Plotz
[ Histogram
¥ Mamal probabiliy plat

W Produce all partial plots

12. You will now be at the original Linear Regression window (Shown in step 4).

13. If you wish to save either the residuals or the predicted values of the dependent variable for other
tests or corrections, then click on the Save button; otherwise, continue on to step 16.

14. Check Unstandardized in the “Predicted Values” box to get ¥ and/or check Unstandardized in the
“Residuals” box to gety — V.

15. Click on the Continue button.
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Linear Regression: Save Ed |

~ Predicted Walues——— [~ Residuals Continue I
¥ Unstandardized [T Unstandardized

[T Standardized [T Standardized ﬂl
[T Adjusted [T Studentized Help |
[T 5.E. of mean predictions [T Deleted

Distances ™ Studentized deleted

[™ Mahalanobis ~ Influence Statistics

[T Cook's [T DiBetals]

[T Leverage values [T Standardized DiBetals]

~ Prediction Intervals F Dt
Standardized DfFit
[T Mean [ Individual an Tar 5 ) g
i [T Covariance ratio
LConfidence Interval: I 95 =

— Coeffizient statiztics

[T Create coefficient statistics

¥ Create a newdataset

[Vatazet name; I

= wfrite & new data file
.. |

— Export model infarmation to =kdL file

| Erowse |

[ Include the covariance matix

16. You will now be at the original Linear Regression window (Again shown in step 4).

17. If your data set has missing values or you wish to run the regression through the origin (no y-
intercept), the click on the Options button; otherwise go to step 21.

18. If you are forcing the sample regression line through the origin, then get rid of the check mark in
front of Include constant in the equation.

19. If you have omitted variables, then you need to decide how the program will handle the omitted
variables. In the Missing Variables box: Exclude cases listwise will exclude the whole case if there is
a missing observation in the case and Replace with mean will replace any missing observation with
that variable’s mean.

20. Click on the Continue button.
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Linear Regression: Options

~ Stepping Method Criteria——— | Continue
% Lze probability of F

Entry: Removal: |.1EI
i~ Usze F value Help

Entre: |2.84 Biemoval: |2.?1

V¥ Include constart in equation

Cancel

diil] )

— Mizzing Walues
* Exclude cazes listwise
™ Exclude cazes painwize

" Feplace with mean

21. You will now be at the original Linear Regression window (See step 4).
22. Click on the OK button.

You will not need to check any boxes for this class that are not checked in the example above.
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Szroeter’s Test (Heteroskedasticity)
You need to get two things to do the test.
e The unstandardized residuals.
e The rank of the independent variable that you believe to be heteroskedastic

To compute the unstandardized residuals, you will need to run a regression. When you are in Analyze >
Linear Regression, click on the SAVE button .

158 Linear Regression: Save

Predicted Values Residuals

|:| Unstandardized
|:| Standardized I:| Standardized
[ djusted [ studertized

|:| S.E. of mean predictions |:| Deleted

[ ] studertized delsted

Distances Influence Statistics

[ Mahalanobis [ ] pigetars)

[T cook's [ standardized DiBetars)
|:| Leverage values I:| CiFit

Prediction Intervals [ standardized DiFit

[rtean [ indivicus! [[] covariance ratio

Confidence Interval: £
Coefficient statistics

[ creste coefficient statistics

Export model information to XML file

| || Browse... |

Include the covariance matrix

| Cortinue J | Cancel | | Help |

When the above dialog appears, check “Unstandardized” in the Residuals box.

To compute the rank of the independent variable that is believed to be heteroskedastic do the
following:
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ias CityDat.say [Datasetl] - SPSS Statistics Data Editor

File  Edit “iew Data | Transform @ Analyze  Graphs  Uilties  Add-ons Windosw

= | El' o .ﬂ Compute Yariahle. .. % '::E:?) @ dﬁ’
MName x? Count Yalues within Cazes. .. Lahel
1 Shitt Walles...
sizehse

XX Recode into Zame Wariables ..

]
1
2
3 INcOMeSq | 4y pacade into Diferent Varisbles...
4 incom?2 Xy Sutomatic Recode...
5 taxrate ﬂ*E Wizual Binning...
B Comper
7 county Eﬁ Rank Cazes...
a ity £ Dete and Time Wizard...
9 totexp [~ Create Time Series...
10 taxhase Bl Replace Missing Yalues...
11 popd 3 @Y Random Mumber Generators..
12 hseval o
13 Taxhse M r =
14 year Murneric 11 0

When the Rank Cases dialog appears, put one of your independent variables in the Variable(s): box as |
did below with “taxrate”.

ias Rank Cases

& - “ariablers):
&)sizehse il —— |§ taxrate .
&7 Incomesg | | + | | Tie=... |
ﬁ incamy2 -
ﬁ Comper

By
ﬁ courty =
& city
ﬁ tatexp b
ﬁ taxhase b

Assign Rank 110 Display summary tables

|| Rank Types... |

() Smallest value

() Largest value

| Ok _” Paste || Reset || Cancel || Helgp

Next you will need to create two variables:
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1. Rank * Residual
2. Residual * Residual

To do this, you need to Transform > Compute Variable.

52 Compute ¥ariable

Target Wariakle:

|82

| Type & Lakel... |

LT - PA e o

&) year
ﬁ Homper
ﬁ Rentper
ﬁ Indper
ﬁ |Hilper
&% PRE_1
<2 RES 1
& yhatso
ﬁ vhatcub
ﬁ Ftaxrate

ﬁ ressg
ﬁ ressgrank
&7 PRE 2
& RES 2
& vy

ﬁ yeube
&7 PRE 3

Mumeric Expression:
RE=_1*RES_1

|-\-\-|

— o H w
—r ] 1}

Function group:

Al i
Arithmetic

COF & Moncentral COF
Conversion

Current DateTime
Drate Arithmetic i

Functions and Special Yariahles:

| I |(u:upti-:unal case selection condition)

| (0]34 _” Paste || Reset || Cancel || Helg

The “target variable” should be what you wish to name the variable that you are creating. The “numeric
expression” is the formula that you use to create the variable. An example of the residual squared is
given in the box above.

Finally you will need to calculate the sum of the two variables that you just created. To do this, run
Analyze > Descriptive Statistics > Descriptives.

Put the two variables just created in your “Variable(s):” list as shown below and select the OPTIONS
button.
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U Descriptives

e shele) [_optiors..._|
ﬁ hat = @ﬁ Options...
YNEsg ressg

ﬁ yhatoub & ressopank
ﬁ Fiaxrate

& PrRE 2 .
& RES 2 | + |
& yan - e
& voube
& PRE 3 —
& RES 3 -

[] save standardized values as variables

| 034 || Paste || Reset || cCancel || Helgp

In the Options section you want to check the “Sum” box at the top.

L;Descriptives: Options

[ ftear] (] gum

Dispersion

[ ] =td. devistion [ | Minimum
|:| “ariance |:| haximum
[ | Range [ 15E. mean
Distribution

|:| Kurtosiz |:| Skewness

Display Order

(3] variable list

() Alphabetic

() Ascending means

'f_:] Descending means

Continue _J | Cancel | | Help
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Analysis of Variance (ANOVA)

The ANOVA test will text for equality of means between two or more samples.

1. Open or create the data you wish to analyze (see appropriate directions). The “y” variable should
have the observations that you need to test in it. The “x1” variable should be a key to which sample
the data comes from.

2. InSPSS select, Analyze> Compare Means > One-Way ANOVA.

ihe One-Way ANOYA

ﬁ . D;endent List: | Corfrasts. . |
x b —_—
| Post Hoc... |
|7| | Options. . |

— | Factaor

| . | & =

Ok J| Paste || Reset || Cancel || Helg

Based upon the test that we do in class, you will select the “Bonferroni” test.

ias One-Way ANOYA: Post Hoc Multiple Comparisons

Equal Variances Assumed

[]L=D [] 51k [ ] wialler-Duncan
[ ] Tukey

[ ] sidak [ ] Tukey's-b [ ] Dunnett

|:| Scheffe |:| Duncan

[ RE-GWF [ | Hochkerg's GT2 Test

[ |R-E-Gana [ ] Zabriel

Equal Variances Hot Assumed

[ ] Tamhane's T2 [ ounrett=T3 [ | Games-Howel [ ] Dunnett's

Significance lewvel: ||:|_|:|5 |

| Continue J| Cancel || Helg |
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Categorical Data Analysis (One-Way Chi-Squared Test)
1. Open or create the data you wish to analyze (see appropriate directions).
2. InSPSS select Analyze> Nonparametric Tests > Chi-Square.

ia8 Chi-Square Test E3

Test Yariable List:

Options...
&7 &y
ﬁ w2
rExpected Range rExpected Values
(®) Get from data (3) |l catenories equal
OLI;E specified range Oﬁalues: I:I
Lowwver: I:I
wper [ ] &
| Change |
| Retnove |
I ik ” Paszte ” Reset ” Cancel ” Help ]
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Spearman’s Rank
To test for correlations when there is NO underlying distribution, use Spearman’s rank.

1. Open or create the data you wish to analyze (see appropriate directions).
In SPSS select Analyze> Correlate > Bivariate.
Move the variables that you wish to calculate the confidence interval for into the Variables: box. (In
this example X1 and X2 will be in the correlation matrix).

8. Inthe Correlation Coefficients box, make sure that Spearman is checked. Pearson assumes
normality and Spearman is the non-parametric correlation.

9. Select the two-tailed or one-tailed (whichever is appropriate) radial button.

10. Select OK.

ihs Bivariate Correlations
Wariakles:
- Cptions...
ﬁ w2
*)

Correlation Coefficients

|:| [ ] kendals taut  [+] Spearman

Test of Significance

(3] Twwotsiled () One-tailed

Flag significant correlations
| o] Jl Paste || Reset || Cancel || Help
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Control Charts

1. Open or create the data you wish to analyze (see appropriate directions).
2. InSPSS select Analyze> Quality Control > Control Charts.

a8 Control Charts

“ariables Charts

it W-bar, R, =

r’ﬁ\ P

Data Organization
(3) Cazes are unts

() Cazes are subgroups

| | Cancel | | Help
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ias X-har, R, s: Cases Are Units

Process Measurement:

Titles. ..
ﬁ Eyl * |§ v | % - ]
Options... ]
| =ubgroups Defined by
v [F= || controlRules... |
1 Identify pairts by ’ Stetistics. . ]
L
| |
~Charts
() ¥-bar uzing range
O X-bar using standard devistion
Dizplay R chart
- Template
|:| Apply chart template fram:
| Fie. |
Ok ” Paste ” Reset ” Cancel ” Help ]

ias X-bar, R, s: Statistics

-Specification Limits ————  -Capabhility Sigma
@ Eztimate using B-bar
O Eztimate using S-bar

O Uzing wwithin subgroup varistion

—
i}
=

L]
&

i

|:| Actual % outzide specification limits

~Process Capability Indices— Process Performance Indices —
[cp [ com [1rp (] Z-upper
|:| Cpll |:| L-Lpper |:| Ppll |:| L-lowver
|:| Cpl |:| L-lowwer |:| PpL |:| Z-min
[k (] z-min (] Ppk (] Z-max
[ cpk [ ] z-max [ 1rR [ ] Z-out
Clcr ] Z-out Tl P

I Continue ” Cancel ” Helg l

38| Page



ius X-har, R, s: Control Rules

] |Sele-:t all cortral rules|

|:| Above +3 sigma |:| Below -3 sigma

|:| 2 out of last 3 above +2 =sigma |:| 2 out of last 3 below -2 sigma
|:| 4 out of last 5 above +1 =sigma |:| 4 out of last 5 below -1 sigma
|:| 8 points above center line |:| 8 pointz below center line

|:| G in & rowy trending up |:| B in a rowe trending dowven

|:| 14 in a row alternating

| Continue J| Cancel || Helg
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Creating Plots

1.

2.
3.
4

Open or create the data you wish to analyze (see appropriate directions).
In SPSS select Graphs> Chart Builder.
Move the dependent variables into Dependent: box.

Move the independent variables into Independent(s): box.

Bl Chart Builder [_ O]
Yariables: s
ﬁ’ Category_1
ﬁ Categaory_2
L o o
1 NI :
-
-
R
5
: ; o
al il | - :
Categories: PmT o memmommoemoeooooooooog
] ! ﬁ Category_1 i
Mo cafegories T .
Frale varabie!
Gallery Chioose From:
Fawarites e
Basic Elements Bar 0 i
Line i
GroupsPoink ID Area
Pie/Palar
TitlesFooknotes Scatker/Dak
Hiskogram o 0
High-Law :
- ot -
Element Properties. .. Boxplo
Dual Axes
Options. .. ‘ T \ T
o hd
Ik Paste | Reset | Cancel | Help

y

Graph Builder uses “Drag and Drop” to choose the Chart Style, X-Axis, and Y-Axis.
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